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INTRODUCTION

The global efficiency improvement in the human living 
condition gives an abundance transformation to lifestyle 
behaviour and food consumption pattern which might lead 
to various states of illness including cancer, cardiovascular, 
respiratory disease, hepatic illness, and diabetes.1 According 
to the International Diabetes Federation (IDF), one of the 
causes of adulthood death is diabetes.2

Diabetes is a chronic metabolic disease that has a long-term 
impact on the individual’s well-being.3 In 2019, IDF has re-
ported that 463 million people are diagnosed with diabetes 
in 2019, which is 9.3% of the world population and it has 
been predicted that diabetes might increase to 578 million 
by 2030.2 Additionally, several studies have been proven that 
unhealthy lifestyle behaviours during early adolescence can 
lead to obesity due to unhealthy diet, lack of physical exer-
cise, high blood pressure which are the early symptoms of 
chronic diseases including diabetes1,3.

American Diabetes Association has revealed 
that unlike Fasting 
Plasma Glucose (FPG) and Oral Glucose Tolerance Test 
(OGTT) diagnostic method, Glycated Hemoglobin or also 
known as HbA1c is generally used as a measurement for 
diabetes that provides convenience where the patient does 
not require to fast, unaffected with daily stress and disease 
disruption and better preanalytical stability.4 HbA1c test is a 
standardized accurate measurement with international refer-
ence principles where 6.5% of HbA1c is suggested as the 
cut-off point for diabetes diagnostics.5,6

Additionally, it is true that over the past decade, almost every 
aspect of modern life is somehow changed by the advance-
ment of the machine to make predictions7. By leveraging 
Machine learning in healthcare, this research is focusing on 
identifying the correlation between lifestyle behaviour and 
dietary pattern and probability of diabetes by using Glycated 
Hemoglobin (HbA1c) as a diabetes measurement.
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ABSTRACT
Background: Diabetes is a chronic metabolic disease that has a long-term impact on the individual’s well-being and one of the 
causes of adulthood death. 
Objective: This research paper represents an attempt to find the correlation between lifestyle behaviour patterns and diabetes 
by leveraging machine learning in the form to facilitate patients with risk stratification in a population.  
Results: The major findings that emerged were as follows: an unhealthy lifestyle and dietary pattern lead to Non-communicable 
Disease (NCD) including diabetes. In the form to identify diabetes, Glycated Hemoglobin (HbA1c) will be used to diagnose dia-
betes considering its efficiency and convenience to the patient. Furthermore, contrary to what has been assumed of the superior-
ity of machine learning has been provided in many aspects, few challenges should be taken into consideration when it comes to 
the implementation of Machine Learning in the healthcare field, racial bias, for instance. 
Conclusion: In the Asia Pacific region, there is a range of cut-off point of HbA1c values due to HbA1c is subject to external fac-
tors such as race and ethnicity. Therefore, narrowing down the population scope in healthcare is considered in this paper as the 
best practice to facilitate better accuracy and assurance.
Key Words: Diabetes, Glycated Hemoglobin, HbA1c, Lifestyle Behavior,  Machine Learning, Noncommunicable diseases
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THE LIFESTYLE BEHAVIOR PATTERN

Noncommunicable diseases (NCDs) including respira-
tory disease, chronic cancer, cardiovascular, and diabetes 
can be prevented by living in healthy lifestyle behaviour 
patterns.8There are four lifestyle behaviour factors such as 
lack of dietary ingredients intake, physical inactivity, smok-
ing habit, and alcohol consumption can lead to a range of 
health issues such as obesity and high blood pressure at the 
early age, which can give the rise of NCDs possibility in 
adulthood.9 

Based on these premises, minimizing the risk for Noncom-
municable diseases especially at an early age increase the 
opportunity for a better individual’s well-being. A lifestyle 
and food consumption study on university students has been 
conducted by El-Kassas and Ziade revealed that overall pop-
ulation dietary consumption behaviour falls below the aver-
age of recommended levels and it is estimated that 41.2% 
among 369 students having low physical activity level due 
to significant living condition changes in the university en-
vironment. Regression analysis by this study showed that 
food cravings, increased appetite, comfort eating, parental 
obesity, and stressful eating have a high level of relation-
ship with the probability of NCD disease including diabetes. 
Over the past decade, westernized food consumption which 
rich in fat, salt, sugar, and alcohol is becoming the substitute 
for healthy food that consists of dietary ingredients including 
fruit, vegetables, and fibre.1 

Furthermore, an investigation has been conducted by Al-
Nakeeb et al. that there are few main factors of dietary op-
tions mostly derived from the individual itself. Dietary 
knowledge, food preferences and personal state of mind for 
instance. These become the most factor of how individual 
dietary practice. His studies believe that lifestyle and nutri-
tional habits planning strategy in early adulthood should be 
taken into action in the form of lower the risk of a range of 
chronic illnesses. For instance, Obesity Intervention in Teen-
agers leveraging several disciplinary Intervention Mapping 
policies to introduce health awareness program for young 
adult10 considering that obesity is one of the common symp-
toms that lead to diabetes.11 This concept can be applied by 
universities to increase the awareness of a healthy lifestyle 
and dietary programs for university students.12 

DIABETES MEASUREMENT

Numerous health associations around the world have sug-
gested some diabetes diagnosis tests which are: (1) Oral 
Glucose Tolerance Test (OGTT), (2) Fasting Plasma Glu-
cose (FPG), and (3) Glycated Hemoglobin.13,14 FPG is used 
to measure a patient blood sugar level which requires at least 
8 hours of fasting. While OGTT is a glucose medical test 

that requires blood samples to assess the capability of blood 
to extract glucose in the body. A test of diabetes is done on a 
two-hour test with 75-gram oral tolerance glucose (OGTT) 
to be taken by the patient.15 Lastly, Glycated haemoglobin is 
also known as Hemoglobin A1c (HbA1c) which is a body 
glycosylated protein that represents an average blood glu-
cose level which has 100 to 120 erythrocyte (two or three 
months) lifespan.16 

Diagnosis cut off point for diabetes diagnostic criteria rec-
ommended by the American Diabetes Association15 and the 
World Health Organization6 is listed in Table 1:

Table 1: Three diabetes diagnostic criteria recommended 
by the American Diabetes Association [15] and the World 
Health Organization [6].

HbA1c Level for Diabetes Measurement
Although there are some diabetes measurement has been 
suggested by international references, HbA1c level can be 
the best alternative to assess the potentials of diabetes.16 Not 
only that, it is used for tracking glucose level for long-term 
treatment for the patient who has been diagnosed with di-
abetes as well.16 The benefit of using HbA1c for diabetes 
diagnosis has been highlighted by Sacks and the American 
Diabetes Association which is the capability of the test to be 
completed at any time of the day and no fasting is required 
to be done. Although HbA1c introduces the robust stability 
result, this measurement has not been worldwide adopted.17 
Because HbA1c is subject to well-known factors outside 
the control of healthcare providers and should be taken into 
consideration to prevent arbitrary comparisons such as race, 
ethnicity, age, diabetes length and type, patient adherence, 
and comorbidity.18 

As the result, HbA1c is adopted differently, in the Asia-Pacific 
region, Region like Malaysia and Singapore which is multi-
racial country are advised to concern with racial differences 
Malaysia use HbA1c with a cut-off of 6.30%, while Singapore 
uses a cut-off between 6.10%-6.20%. On the other hand, New 
Zealand uses a cut-off of 6.70%, Thailand does not use HbA1c 
to diagnose diabetes. Finally, in Japan, a 6.00% cut-off was 
suggested for the Japanese population to be used for first stage 
screening with the sensitivity of 0.837 to 0.876 with other glu-
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cose-based validation like Fasting Plasma Glucose (FPG) and 
oral glucose tolerance test (OGTT).17

Due to the efficiency and convenience that HbA1c provided as 
a diabetes measurement, HbA1c will be used as the target vari-
able to predict patient who has potentially diagnose with diabe-
tes. With that being said, appropriate sample data selection in a 
population has to be narrow down into racial scale which in this 
paper will be the focus on the Japanese population.

MACHINE LEARNING IMPLEMENTATION IN 
HEALTHCARE

With adequate data, machine learning leveraging mathe-
matical concepts and statistical models to learn the pattern 
of the given dataset without explicit rules or instruction to 
perform prediction or classification tasks.19 The fundamen-
tal transformation of conventional biostatistics leads to the 
implementation of machine learning in clinical analysis.20 
Machine learning implementation requires huge amount of 
clinical data to be carefully labelled and organized. Medi-
cal data can be derived from clinical images, log data from 
medical devices, laboratory reports, or the form of doctor’s 
notes.21 

Guidance on a medical device issued by Food and Drug Ad-
ministration (FDA) also suggested that the AI and Machine 
Learning instruments are required for clinical analytical, 
health validation and risk stratification.22 One of the machine 
learning techniques such as incremental learning has been 
widely used in healthcare as its capability to be iteratively 
enhanced the prediction accuracy.23 This process leveraging 
the data feedback loop to improve the accuracy of the predic-
tion of the system through continuously training as shown in 
figure 1.

Figure 1: Healthcare implementation of Machine Learning us-
ing Incremental Learning.

There is a range of incremental learning models which are 
often used in the healthcare sector to make a prediction 

which is: (a) Random Tree Forest (b) Multi-Layer Percep-
tron (MPL) (c) Support Vector Machine (SVM) (d) Neural 
Network that supports incremental learning.23

Char et al. revealed that leveraging machine learning in 
complicated clinical practices is a constant issue, since the 
correct diagnosis and best practice may be problematic in 
a given case. The study believes that early incorporation 
in an algorithm of a specific diagnosis or procedure can 
indicate a legitimacy not supported by data.24 The delivery 
of machine learning in the medical can vary by age, ethnic-
ity, or race. Some of the problems might not draw a clear 
boundary of external non-genetic factor, and it is not pro-
tected from such concerns that algorithm may reflect hu-
man biases in making decisions. Several non-genetic stud-
ies in certain populations resulted in an algorithm designed 
to predict biased prediction25. For instance, attempts to use 
the Framingham Heart Study dataset for cardiovascular risk 
prediction in non-white populations have provided limited 
results, both with overestimation of risk and underestima-
tion of risk.24 Therefore, it is important to narrowing the 
scope of prediction to prevent any external factor bias dur-
ing model development.

Human to Machine Decision Making in Health-
care
Unlike Finance and Sales, the placement of the machine 
spectrum not always indicate superiority since healthcare 
cases and problem background require a different level of 
human guidance and involvement. Furthermore, every medi-
cal data has various complexity and variety. Contrary to what 
has been assumed of the superiority of machine learning has 
been provided in many aspects, few challenges should be 
taken into consideration when it comes to implementing Ma-
chine Learning in the healthcare. 

Healthcare algorithm refinement requires continuous 
training to gain accurate outcome, not only that human 
involvement which is in the fourth phase of incremental 
learning as shown in Figure 1 play a huge role to develop 
a reliable prediction21. Furthermore, the different algo-
rithm used in healthcare has a different level of human 
involvement and machine to decide as shown in figure 2.7 
The algorithm selection of each healthcare case is vary-
ing depending on the problem that needs to be addressed. 
For instance, Atrial Fibrillation stroke prediction uses a 
regression algorithm.25,26 that requires a high level of hu-
man effort to make decision making. While Random for-
est is used to predict Cardiovascular risk 27 which that re-
quire moderate human guidance. Finally, the application 
of Neural Network requires less human decision making 
to predict diabetic retinopathy using the image recogni-
tion concept.28
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Figure 2: Human and Machine Decision Making28.

RELATED WORKS ON HBA1C STATUS PRE-
DICTION

Recent work by Karpati et al. proposed K-mean clustering to 
identify the clusters of patients and facilitate the characteris-
tic of each patient cluster for better treatment. The outcome 
resulted in three clusters of HbA1c level which are: (a) sta-
ble, (b) low, (c) high with 99.8 % accuracy.28,29 On the other 
hand, the work by Parigi et al. proposed an analysis of HbA1c 
statue to targeting Haemoglobin A1c below 7% for diabetes 
patients. Random Forest model is used for model develop-
ment to analyze the diabetes treatment response and patient 
lifestyle.30 Finally, Nagaraj et al. proposed three supervised 
learning models which are: (a) Support Vector Machine (b) 
Random Forest (c) Generalized Linear to develop predictive 
model in the form to determine Haemoglobin A1c response 
after insulin treatment and make comparison to determine 
the best machine learning approach. HbA1c measurement 
test result is used as the benchmark. The outcome of their 
work resulted that Linear regression has better performance 
compared to other models.31

CONCLUSION

Through domain research, previous researchers revealed that 
there is a correlation between lifestyle and dietary behavior 
with Noncommunicable Disease (NCD), including diabe-
tes12. Machine learning implementation can be used to pre-
dict HbA1c status from an individual’s lifestyle behaviours 
pattern, it will help to gain an awareness of living a healthy 
lifestyle. A small change in lifestyle habits, especially smok-
ing habit, involved in physical activities, and consume di-
etary fibers, could reduce the prevalence of diabetes.

However, the appropriate application of Machine Learning 
in the healthcare sector has to be carefully planned consider-
ing that clinical cases require different levels of human guid-
ance and involvement to make medical decisions. Algorithm 

selection is also a crucial task, as each healthcare case is var-
ying depending on the problem that needs to be addressed.

As the adoption of HbA1c to diagnose diabetes has not 
widely used especially in the multi-racial population in the 
Asia Pacific region due to the various range of cut-off values 
of HbA1c. Glycated Haemoglobin (HbA1c) can still be an 
alternative in the form to diagnose diabetes considering its 
convenience and effectiveness compare to Fasting Plasma 
Glucose (FPG) and oral glucose tolerance test (OGTT). 

The fact that HbA1c is subject to non-genetic factors outside 
the control of healthcare providers should be taken into con-
sideration to prevent arbitrary comparisons such as race, eth-
nicity, age, diabetes length and type, patient adherence, and 
comorbidity. This consideration helps to prevent prediction 
that reflects race/ethnicity biases in making clinical deci-
sions. With that being said, appropriate data sample selection 
in a population has to be narrowed down into a racial scale. 
To deliver high predictive power and promise to transform 
patient risk stratification without any biases, the selected 
population should be a single-racial population country like 
Japan.
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